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Chapter 4:  More about Relationships between Two Variables
Objectives:  Students will:


Identify settings in which a transformation might be necessary in order to achieve linearity.

Use transformations involving powers and logarithms to linearize curved relationships.

Explain what is meant by a two-way table, and describe its parts.

Give an example of Simpson’s paradox.

Explain what gives the best evidence for causation.


Explain the criteria for establishing causation when experimentation is not feasible.
AP Outline Fit:
I. Exploring Data: Describing patterns and departures from patterns (20%–30%)
D. Exploring bivariate data

5. Transformations to achieve linearity: logarithmic and power transformations

E. Exploring categorical data

2. Marginal and joint frequencies for two-way tables

3. Conditional relative frequencies and association

What you will learn:

A. Modeling Nonlinear Data

1. Use powers to transform nonlinear data to achieve linearity. Then fit a linear model to the transformed data.

2. Recognize that, when a variable is multiplied by a fixed number in each equal time period, exponential growth results and that, when one variable is proportional to a power of a second variable, a power law model results.

3. In the case of both exponential growth and power functions, perform a logarithmic transformation and obtain points that lie in a linear pattern. Then use least-squares regression on the transformed data. Carry out an inverse transformation to produce a curve that models the original data.

4. Know that deviations from the overall pattern are most easily examined by fitting a line to the transformed points and plotting the residuals from this line against the explanatory variable (or fitted values).

B. Relations in Categorical Data

1. From a two-way table of counts, find the marginal distributions of both variables by obtaining the row sums and column sums.

2. Describe the relationship between two categorical variables by computing and comparing percents. Often this involves comparing the conditional distributions of one variable for the different categories of the other variable. Construct bar graphs when appropriate.

C. Establishing Causation

1. Recognize possible lurking variables that may help explain the observed association between two variables x and y.

2. Determine whether the relationship between two variables is most likely due to causation, common response, or confounding.

3. Understand that even a strong association does not mean that there is a cause-and-effect relationship between x and y.
Section 4.1:  Transforming to Achieve Linearity
Knowledge Objectives:  Students will:

Explain what is meant by transforming (re-expressing) data.

Tell where y = log(x) fits into the hierarchy of power transformations.

Explain the ladder of power transformations.

Explain how linear growth differs from exponential growth.
Construction Objectives:  Students will be able to:

Discuss the advantages of transforming nonlinear data.

Identify real-life situations in which a transformation can be used to linearize data from an exponential growth model.


Use a logarithmic transformation to linearize a data set that can be modeled by an exponential model.


Identify situations in which a transformation is required to linearize a power model.


Use a transformation to linearize a data set that can be modeled by a power model.
Vocabulary:  

Exponential Growth – 

Hierarchy of Power Transformations –

Ladder of Power Transformations – 

Linear Growth – 
Logarithmic Transformation –

Power Model – 

Transformation –

Key Concepts:  
Homework:

Day 1:  pg

Day 2:  pg

Section 4.2:  Relationships between Categorical Variables
Knowledge Objectives:  Students will:


Define Simpson’s paradox, and give an example of it.
Construction Objectives:  Students will be able to:


Explain what is meant by a two-way table.

Explain what is meant by marginal distributions in a two-way table.


Describe how changing counts to percents is helpful in describing relationships between categorical variables.


Explain what is meant by a conditional distribution.
Vocabulary:  

Conditional Distribution –
Marginal Distributions –

Simpson’s Paradox –

Two-way Table – 

Key Concepts:

Homework:   pg

Section 4.3:  Establishing Causation

Knowledge Objectives:  Students will:


Identify the three ways in which the association between two variables can be explained.


Define what is meant by a common response.


List five criteria for establishing causation when you cannot conduct a controlled experiment.
Construction Objectives:  Students will be able to:


Explain what process provides the best evidence for causation.


Define what it means to say that two variables are confounded.


Discuss why establishing a cause-and-effect relationship through experimentation is not always possible.


Explain what it means to say that a lack of evidence for a cause-and-effect relationship does not necessarily mean that there is no cause-and-effect relationship.
Vocabulary:  

Causation –

Common Response – 

Key Concepts:

Homework:  pg
Chapter 4:  Review
Objectives:  Students will be able to:  


Summarize the chapter

Define the vocabulary used


Know and be able to discuss all sectional knowledge objectives


Complete all sectional construction objectives


Successfully answer any of the review exercises


Identify settings in which a transformation might be necessary in order to achieve linearity.

Use transformations involving powers and logarithms to linearize curved relationships.


Explain what is meant by a two-way table, and describe its parts.

Give an example of Simpson’s paradox.


Explain what gives the best evidence for causation.


Explain the criteria for establishing causation when experimentation is not feasible.
Vocabulary:  None new
Homework:  pg












